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1. Certain definitions. * Consider the linear system of diffe- 

rential equations of disturbed motion 

where the p * . t t > are given, 
ZJ 

continuous, bounded functions of time. 

Let the R* numbers pij (i, j = I, . . . , n) be the coordinates of a point 
of the n2-dimensional space P. ‘Ihe curve having in the space P the para- 

metfrc equations pCJ ..ft) will be called the coefficient line of the system 

of linear differential equations (1.1). 

Let et: X1’ X2’ . . . . nn) be a sign definite function [ 1 1 . By (1.11, 
the time derivative 

is a known function of time and of the coefficients of the system (1.1). 

The concept of the region L(V) will be introduced in the following manner. 

The set of points of the n2-dimensional space of coefficients P, to 
each of which for every t > to the derivative dV/dt is a function of 

l This paper contains certain results of author’s candidate dissertation, 
defended at the Institute of Mechanics of the Academy of Sciences of 
the U.S.S.R. in 1952. 
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Application of the Liupunov method to stability problems 467 

constant sign, opposite to the sign of V, will be called the region L(V), 

corresponding to a given sign definite function V. 

Obviously, it follows from Liapunov's stability theorem [l I that an 

undisturbed motion is stable, if there exists a sign definite function 

to which there corresponds a region L(V) containing the coefficient line 

of the system of equations of the disturbed motion. 'lhe function V will 
then be the Liapunov function of the system under consideration. 

2. Liapunov functions in the form of quadratic forms with 
constant coefficients. Let 

I/’ = $ Qi&C&Cj (ai, = Qji) 

k/-l 

be a positive definite form with constant coefficients. By (l.l), its 

derivative with respect to time will obviously also be a quadratic form: 
n 

dV 
-ai‘ = 

2 aij (t) X:iZ, 
ii=1 

where the Qij are functions of time, determined by the formulas 

be 

aij (t) = $ (%psj (t) + QjAi (t)) (i; i = 1, . . . , n) 

(2.1) 

(2.3) 

tlij = Uji 

In the present case, the conditions determining the region L(V) will 
the Sylvester's known conditions for the quadratic form to be negative: 

(- l)Sdets)aij I>, 0 (s=l,..., n, i-l ,..., II) (2.3) 

A set of points of the n2-dimensional space P will be called a Routh- 

the Routh-Hurwitz theorem Hurwitz region, if inside it the conditions of 

for the polynomial 

A (A) = det 1 pij - 8ijh i = 0, 

are fulfilled. 

4j 

l'he following proposition holds true: the region L(V) corresponding 

to any sign definite quadratic form is contained inside the Routh-Hurwitz 

region. 

In fact, the proposition is true, since otherwise one could construct 
a system of linear differential equations with constant coefficients which 

does not satisfy the conditions of Routh-Hurwitz, but which is stable on 

the strength of Liapunov's stability theorem. 'lhe contradiction proves 

the statement. It is likewise readily verified that to every sign definite 
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quadratic form V there corresponds a non-empty region L(V). In fact, 

putting Pij = - aij, one finds 

. a point of the space P with the coordinates p.. = - a.. belongs to 

:hz region L(V), and hence, by the continuity of $6 re~io~'~(V~, so 

does a certain part of its neighborhood. 

Further, it will be proved that the region L(V) is bounded by a sur- 

face of an n2-dimensional cone. 

In fact, if the point with coordinates pij = pij* belongs to the re- 

gion L.(V), then any point of the half ray from the origin of coordinates 

through the point tp.. O t likewise belongs to the region LfV). This 
half ray is determine “4 . in parametric form by the equations 

pij = kpij” (i, j = 1, . . . , n) 

where k is a positive parameter. Obviously, by (2.1) and (2.2), 

i.e. for every k > O, a point 1pij 1 belongs to the region L(V). 

3. The equation and properties of the surface, bounding the 
region .L( VI. Let V be a positive definite quadratic form with constant 
coefficients and p.. = p. ‘(r) (i, j = 1, 2, 

11 
Further, let for r = rO t e point "h 

. ..) n) some line in space P. 

Pijo =' ptj(;j) 

belong to the region L(V). 

The following proposition will be proved: if for r = rg (pi.' = pii 

(rO) ) the coefficients of the quadratic form dV/dt satisfy Sy vester s i 

conditions (2.31, then for a continuous change of the parameter r, from 

the value rO only the last of Sylvester's conditions (2.3) may at first 

be violated. 

The truth of this proposition follows from the fact that, if among 

the series of principal diagonal minors I),, . . . . ‘>n of the discriminant 
of the quadratic form the minor L>kfn > k > 1) vanishes, the values of 

the the minors Dk_I and &+I must be of opposite signs [3 I. 

Consequently, points on the boundary of the region L(V) satisfy the 

equation 
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where the Uij are determined by (2.21. 

‘Ibe determinant Dn will be considered as a function of the coeffi- 

cients of the k-th equation of the system pkl, pk2, . . . . pk,,. 

On the basis of (2.21, one may write 

(3.2) 

(3.3) 

Representing the determinant (3.1) in the form of the sum of deter- 
minants, the elements of which will be terms of the elements of the de- 

terminant (3.11, it will be noted that the determinants, in which two or 

more columns consist of elements being first or second terms in the 
elements of the determinant (3.11, are zero as they have two or more 

columns proportional to each other. 

‘Ihus, the determinant (3.1) may be represented in the form of the sum 

of determinants of the following four types: 

(1) Determinants containing two columns with elements having the 

Pk& = 1, 2, . . . . n) as multipliers; for this purpose, if one of the 

columns consists of elements which are the first terms of the corres- 

ponding elements of the determinants (3.11, then the second column must 

consist of the second terms of the corresponding elements of the deter- 
minants (3.11. 

(2) Determinants which contain one column consisting of the first 

terms of the corresponding elements (3.2). 

(31 Determinants which contain one column, consisting of the second 

terms of the corresponding elements (3.21. 

% 

It 

(4) Ihe determinant det ,ij’k’ . . 

Denote the sums of the determinants of the above form by S,, S,, Sj, 

respectively and their sum by 

D, = s, + s, + 8, + s, (3.4) 

is easily seen that 

(3.0) 
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s, = jJdet,,/,(l - 6js) Aijtk) + lij*ajkPki 11 
S--l 

S4 = det, [ Aijck) 11 

(3.7) 

(3.8) 

where 

(3.9) 

Taking out the comnon factors of the s-th and r-th columns, by adding 
the determinants of the sum S, and the cornnon factor of the s-th column, 
by adding the determinants of the sums S, and S?, one obtains 

‘Ike sum S, may be written in the form of the (n + 2)-nd order determiner 

s lE--- 

0 0 Pkl * * * Pkn 
0 0 akl. . . akn 

pkl akl 
i---------1 
I 

1 . * * * * 
’ / R!k” / i 

(3.10) 

i 

13 

Pkn akn f__________l 

and the sums S2 and S3 in the 

I0 pkl. ’ 

form the (n -I- l)-st order determinants 

. Pkn 
0 ah.1 * * ‘akn 

I---------- I 
._____-___/ 

pkl j 
&==- “:“’ j iA,fk), ) SJ=- : i 

1 /A_.@/ 1 (3.11) 
f 13 I I 73 I 

ah 
t I 
).-_----4 Pkn ’ I _._____A 

Cbviously S, =_ 7. S Replacing in the determinant S, the off-diagonal 

zeros by f-l), one obtains for the determinant D,, = S, + S, + S3 + S& 
the expression 

0 -1 pkl . ’ a Pk,, ’ 

--I 0 

n,=--- 

akl . . akn 

Pkt ‘KI 
I--------^’ 

/ p..w 1 
pkn ‘kn 1 13 1 I 

,____--___I 

It will now be verified that Dn = 0 represents a surface in the n- 

dimensional space of the coefficients pkI, . . . , pk,., of the k-th equation. 
Obviously, the equation D,, = 0 is the equation of a second order surface. 
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‘Ihe following theorem will now be proved: 

Theorem. ‘Ihe region L(V) corresponding to the positive definite form 
n 

V = 2 aijXiXj 
i;j-1 

in the n-dimensional space of coefficients of any of the equations of 

disturbed motion is an elliptic paraboloid, with vector components of the 

asymptotic direction being proportional to the values of the correspond- 

ing coefficients of the quadratic form V. 

Proof: ‘Ihe determinant Dn may be represented as a general second 

degree form 
* n 

Dn = 2 Hijpkipkj + 2 CHipki + H 
ij=l i-l 

(3.13) 

where, obviously, 
n n 

ij=l 

In order that Dn 
quadratic form must 

~HipkiESS,ZS~, H = S., (3.14) 
i-1 

= 0 will be a paraboloid, the discrimant of the 

vanish: 

N 

2 Hijpkipkj or det (1 Hij 11 = 0 (3.15) 
ij-1 

Obviously, the coefficient Hij is obtained from the determinant 

(3.16) 

by striking the (i + 1)st row and the (j + 1)st column 

Hij = (- l)iSj& (3.17) 

where S. ’ is the minor corresponding to the element Aij (k) of the deter- 

minant M 1 .16 . It will now be proved that 

iH,jakj = 0 (i = 1, . . . , n) (3.18) 
j-1 

Indeed, this follows from the fact that the left hand side of each of 

these equalities represent determinants with two equal columns, while 
not all of the okj(j = 1, . . . , n) vanish on the strength of the sign 

definite property of the quadratic form V, whence the following condition 
must be satisfied 

dct 1 Hij 11 = 0 (3.19) 
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i.e. the region L(Y) is a paraboloid. 'lhe components k $...k, of the 
asymptotic direction of the second order surface satis y the known equa- 1 
tion 

i Hijkikj = 0 
ij-1 

(3.20) 

Cbviously the quantities QklQkzS~*Qkn satisfy this equation. 

In fact, by (3.181, 

lhus, Dn - 0 is the equation of a paraboloid with the components of 
the asymptotic direction proportional to the quantities aklok,..+ekn, 
i.e. the theorem is proved. 

The transformation which was used to reduce the dete i 
form (3.12) may 

ant D,, to the 

the elements Aij t 
“Pkf ez)applied to the determinant detnjI Aij 11. In fact, 

may be represented in the form 

Aijfk) = ailpri + Ujlpli + Ai,( Aiifkzf = $ (aispsj + ajapsi) (3.21) 

Hence, the elements ,ij’k) 
and the determinant Dn may be 

0 --1 

-1 0 

0 0 

D 0 0 
n= 

PIil ukl 

. . . . . . . . 

! Pkn akn 

have assmed a form analogous to (3.l.21, 
written 

0 0 pkl * * * pkn 

0 0 ak, * * ’ akn 

0 -1 PI1 * ' * Pin 
-1 0 0111. * * * %I 

Pll a21 
A4 
11 
W). . . A (k0 

m 

., . . . . . * . . . ..I.. . 

Pin 

p1 (3.22) 

Similar transformations may be performed while the superscri 

do not exhaust all the values from 1 to n. For this all the Aij 
BE;l::.!, 

vanish and the determinant obtains finally the form 
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0 -1 0 

-1 0 0 

0 0 0 

0 0 -1 

. . . . . . . . . . . 
x . ..& . . ;. . .o. . 

0 0 0 

PI1 all PZl 

PlZ ala PZZ 

. . . . . . . . . . . 

Pm a 
17t P2n 

D * = (- l)n x (3.23) 

0 . . . 0 0 PI1 PI2 * * * Pin 

0 . . . 0 0 all aI2 . . . aln 

--1... 0 0 P21 Pa2 * * - Pen 

0 . . . 0 0 a21 a22 . . . a2n 

. . . . . . . . . . . . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . . . . . . . . . . 

0 . . . 0 -i Pm Pn2 . * * P nn 

0 . . . -- 1 0 an, an2 * * . am 

u21. . . Pnl 
a nl 0 0 . ..o 

aa . . . Pn2 a 
na 

0 0 . ..o 

. . . . . . . . . . . . . . . . . . . . . . . . 

a2n - * - Pnn a nn 0 0 . ..o 

'lhe coordinates of the points of contact of the paraboloid (3.12) with 

the coordinate planes (in the n-dimensional space of the coefficients of 

the k-th equation pk,Pkz...Pkn ) will now be determined. Let in the de- 

terminant 0, 

pki = p&j = - T!! + Y,Qki (3.24) 
.9 

For this purpose, the elements of the first row of the determinant 

0, of (3.12), beginning with the second, will be equal to linear combina- 

tions of the corresponding elements of the (S + 2)t.h and the second rows. 

Using the arbitrariness of the factor us, it may be determined from 

the condition 

Pd8) 
.~+vI=O (3.25) 

but, by (3.24) 

Pk&s) = 
A W 

- % -k vsaks 

Substituting in (3.25), one finds 

A (4 
88 

-- 2Vs F= 0, 
A W 

SS 

aks2 

or v,= - 

2aks2 

Substitution of this expression for vs in (3.24) gives 

A (k) ski 
-E- _ _ &W) 

2 Qks 

(i=l,...,n) 

(3.26) 

(3.27) 

For these values of pkl,...., 

values s(s = 1, . . . . n)], 

pk,, [corresponding to arbitrarily fixed 

the determinant Dn vanishes. 
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Thus, n points PI, l **, P, are obtained which belong to 
of the region L(V). 'Ihe values of the derivatives dDn/apki 

p1* . . . . pn will now be evaluated. Ckre has 

the boundary 
at the points 

--I pkl Pkz * . a Pkn 

0 
akl ak2 . . . ‘kn 

akl AIltkf AI,(~) . . . Al,tk) 

..I.. * . . . . . . . . . . * . . . . . 

ski-l 

aki+l Ai+l,l Ai+l,z . . = Ai+; m t 
..*.f.*.*.*.f.*.f*.*.*. 

akn A n1 A n2 . . . A ml 

(3.29) 

Obviously, by (3.25), 
except for ao,/apks, i.e. 

all partial derivatives vanish at the point Ps 

a% = 0 (ifs) 

aPki pkinpki (5) +o (i=s) 
fS=i,...,rL) 

lhis means 

plane pks = 

t a the paraboloid Dn = 0 touches at the point P, the 

pk, “‘, parat to thy coordinate plane pk = 0 at the point 
with the coordinates pkr ’ , pk2 ’ , . . . . p&t determiied by the 
equalities (3.28). 

4. Case of a single n-th order equation. Ihe n-th order equa- 
tion 

y(n) + Al (q y(n-1) + A, (q yfn-2) f . . . + A, (t) y = 0 (4-f) 

may be written in the form of the system 

& = PllM 21 + Fl2 (t)% + . * * + Pm (QG 0~~s (t) = - A, WI 

x2 = 51,. . . ) ‘. an = 2,_1 (2, = lp)) 
(4.2) 

In this case, considering the region L(V) as a region of the n-di- 
mensional space of the coefficients p11p12s.,pln, one has 

I 0 (i = II, j = II) 

and the equation of the boundary of L(V) has the form 
1 0 -1 PI1 . . * PI,& / 

u a11 %I 
aI1 i--------i 

; IA..(‘)j 
57 

1 
r__fl___ I 
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Equation (4.4) represents in the space of the coefficients pzl, I.., 
pi, an elliptic paraboloid with the components of the vector of the 
asymptotic direction, proportional to the quantities azl, l **, %n and 
touching the coordinate planes at the points with coordinates [cf.(3.28), 
(4.3) 1 

pp = $ la a1i 
IS \ s.s+1 a 

_ _ a,, i+l ) - ais+l 
1s 

‘Ihe formulas (4.5) show that the region L(V) in the present case 
touches the coordinate plane pi, = 0 at the point 

plp= - (XZn , 
%I 

plp = - .a3n ) . . . 
%I 

, pm-?‘) = - 2; , p&l = 0 (4.6) 

‘lhe derived simple dependence of the coordinates of the points of 
contact of the region L(V) with the coordinate planes of the space of 
coefficients pi1, . . . . p 
by finding the Liapunov kn 

may in concrete cases be essentially simplified 
unction in the form of a quadratic form with 

constant Wefficients. 

In the present case, it is obvious that not every positive definite 
quadratic form V corresponds to a non-empty region L(V) in the space of 
coefficients pll.. ‘pi,. l’he supplementary conditions will now be studied, 
which must be satisfied by the coefficients “ij of the quadratic form V, 
so that so that the region L(V) will exist. 

For the quadratic form dV/dt Sylvester’s determinants will obviously 
be 

0 -1 Pt1. . . I&. 

-1 0 all. . . air 

I), = - fhl at1 -------I 
I 1 

I . . , . . . 
. . . . . . i / A$) it f 

(r = 1, . . . , n) (4.7) 

1 , 
. p1r 5 L--_--f 

where the 1 Aiil r a$:) the principal diagonal minors of r-th order of the 
$t;minant \Aij 1 , and the Aij”’ are determined by the expressions 

. . 

It is sufficient for the existence of the region L(V), if there exists 
one point at which Sylvester’s inequality 

(--1)‘&>0 (r=i,...,n) 

is fulfilled. Consider the value of Sylvester’s determinant at the point 
of contact of the surface D,,, = 0 with the plane p = 0. The coordinates 
of this point are determined by the expressions ( iY6). 

If the region L(V) exists, then the inequalities 
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(4.8) 
(- 1)’ a- ipli=pg) > 0 tr = I, . . . , IL _ 1), (- l)Qn Pli_P(n) < 0 

1% 

must be fulfilled at this point. 

The last inequality must hold on the strength of the fact that the 

region L(V) belongs to the region of Routh-Hurwitz for whichp,,<O. 

Substituting the values pli (n) from (4.5) into (4.8), one obtains, 

after elementary transformations, the known conditions: 

0 %I a2n * . * %+I,1 

a 

(- j)r+l a:: 

0 a11 . . . air 

all I----- -----1 
>O (r =I,. . .t n-1) (4.91 

. . . . . j 1 Aij(l) It. j 
a 
r+1, n %r 

I 
!_________, 

0 

(- I)" & all 

a11 . . * uln 

I-----;--; > 0 

a 
1n 

i I Aij I f 
(4.10) 

-------! 

Comparing the last inequality (4.8) with the inequality (4.9) (for 

r = n- l), it is readily verified that the inequality (4.8) may be re- 

placed by the simple condition aln > 0. 

Since the region L(V) belongs to the region, determined by the in- 

equalities of Routh-Hurwitz from which there follow the inequalities 

pl; < 0, one has on the basis of (4.6) 

ain>0 (i=l,...n) (4.11) 

In addition, since a . . . . a are the components of a vector, 

parallel to the axis ofl&e par&Poid and lying in the region where 

p . < 0 (i = 1, 2, . . . . 
t e same sign. k" 

n), the quantities ail, . . . . ain must all have 

By the condition of positive definiteness all > 0. Hence, one must 

have 
ali.> 0 (i=l,...,n) (4.12) 

Thus, the additional conditions have been derived which must be 

satisfied by the coefficients of the positive 
n 

V = 2 CrijXiXj 
i, j=l 

so that a non-empty region L(V) will exist in 

cient space: 

definite form 

(4.13) 

the n-dimensional coeffi- 



Application of the Liapunov wthod to stability problems 477 

0 all . . . air . . . a,,, 

a11 
I--------' 

(_ l)r+1 . . . 1 jAij(l) ir/ . * ; *a:?n* 

% I_______i q-1, n 
%I 1 a rr$’ * * %,,+1 . . . 0 

%i>O, ain> 0 

>o (r=l,...,n-1) (4.14) 

(i -- I, . . . , II) (4.15) 

As an exmple a problem will be considered which is of interest in 

automatic control theory. 

Let the disturbed motion of the system satisfy the n-th order diffe- 

rential equation 

?/(“) + A,“yW-‘) + A,“y(“-2) +. . . + &_+“f + A,” (t) y = 0 (4.16) 

where Aio = const. (i = 1, . . . , 
vanishes for t > 0. 

n -r), A,(t) > 0 for every value t > 0 

The constants A,O, A ‘**? n-1 * and the function A,(t 1 will be assumed 

to satisfy the conditions of Ruth-Fritz. 

If the quadratic form (4.13) with constant coefficients is the Liapunov 

function for the system under consideration, the region L(V) must touch 
the plane pi, = 0 at the point with the coordinates pI1 = -A1*p12 = -A,*, 
P 
F-l = - 

AOn- l 
Hence, on the basis of (4.61, the coefficients ~~,,a~~,. , 

nn are related to the A,*, . . . . Aon-l by the equalities 

a2n A” a3n -c-Z 

% 
1, -= 

% 

Al”,...,% =AOn--i (4.17) 

Without restricting the generality, one may let czIn = 1 (condition 

(4.1#4) and then one finds 

aln = 1, a2n= 1 , A” asa= A 20,... ,aIln = AOn--l (4.18) 

Replacing in the equations (3.121, which determine the boundary of 
the region L(V), the quantities p1 p12...pln by the quantities 4,’ -A,*, 
. ..) -Aon,i -A, and substituting t e obtained values of al,,, a2,,, i . ..) 
arm one arrives at 

D u=- 

0 1 AL’ Aa0 . 1 . A, 

1 0 alt a12 * . . 1 
AL" a11 ala t al2 w-i-+. . . AL” 
AZ” a12 a22 i- f-93 a23-%8 . - . A* 
* ‘ . . . . . . . ...* . ..* . . 

4 1 Ala A," . . . 0 

(4.19) 
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& (4.6), the value A, = 0 is a root of the quadratic equation 
&(A,) = 0. lke second root A,f l aii) ) (i, j = 1, l ... n - 1) will be a 
rational function of the remaining undetermined coefficients oi. of the 
quadratic form V, These coefficients may always be determined rom the f' 
system of equations 

Ihus, sufficient 
sideration will be 

asa, 
acrij-= 0 (i; i=l,*..,n--I) (4.20) 

conditions for the stability of the system under con- 

&>A,&)>0 

In the case of the second-order equation 

y" + Aroy' + A2(t)y = 0 (4.21) 

where A,’ > 0, one has by (4.18) the following values for the coefficient 
of the Liapunov function 

al3 = 1, a22 = 4” 

For this purpose, one has for A, the expression (4.19): 

_& = 4 a1yak:,;1 or & = Alo (4.22) 

since it follows from the condition aA2/dall = 0 that all = 2,1ft,“. 

lhus , if the function A,(t) satisfies the condition 

Alo > Az (t) > 0 (4.23) 

the undisturbed motion is stable and the quadratic form with constant 
coefficients 

V = -jjo yf2 + 2y’y + A,“y2 (4.24) 

will be the Liapunov function. In cases where n > 2, the solution of the 
system (4.20) may be obtained by known approximate methods. 

5. 'IIre stability of one class of non-stationary motions. 
Let the system of differential equations of the disturbed motion have the 
form 

where 
pij (t) = pijo + l”‘lpij(‘f + . . _ + tmpij(kt 

O<m,<m,<.. .< mk- constants 
pijw (i; j= t,...,a;s = l,...,k)- constants 

(5.2) 

l'he following new independent variable will be introduced: 
1 

<E-------t 
TlIfifl 

"",Q + 1 (5.3) 
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'Ihe system of equations of disturbed motion (5.1) then takes the form 

(i = 1,. . . f n) (5.4) 

where k ~*&t-ms 

qij (~) = *ho pI$:’ [(3)2k + 1) ‘1 
-- 

mk+l (i; i = 1, . . . , n), nz, = 0 

Obviously as t + 00 the coefficients q ij(’ I tend to definite limits 

lim q..(7) = pi/W 
T--tar) 2J 

(i, i =-- 1, . . . , n) 

and therefore, by the theorem of Chetaev 12 I, the stability of the 
obvious solution of the system (5.4), and consequently of the system 
(5.11, follows from the stability of the obvious solution of the limit- 
ing system 

2 = i &j(k)Xj (5.5) 
j-1 

From this follows the validity of the following proposition. 

Theorem. ‘Ihe trivial solution of the system of linear differential 
equations of disturbed motion (5.1) with coefficients of the form (5.2) 
is asymptotically stable if the roots of the characteristic equation of 
the limiting system (5.5) 

det jj pi/k) - Q,j/ = 0 

satisfy the condition Re el Xi < E, where r is an arbitrarily small 
fixed negative number. 

6. Stability of non-linear systems. 'Ihe above results may also 
be applied to the study of the stability of non-linear systems. Let the 
system of equations of disturbed motion have the form 

where $..(t; Xi, . . . . 
? 

n,) are for t > 0 continuous and bounded functions 
in any rnite neig~orho~ of the origin of coordinates. Let 

V(q, . * ., x*} = 2 UijXiXj 

a;j-1 
(aij i;lI &ji =COnst) 

be a positive definite quadratic form, the derivative of which on the 
strength of the system 

2 = 2 ‘pij (t, 0, . . f , 0) Xj (i 1= 1, I. . , a) 
i-l 

is a negative definite quadratic form. Obviously, then, the quadratic 
form V will be likewise the Liapunov function for the system (6.1). 'lbe 
results of Sections l-3 above may be used to estimate the regions of the 
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initial disturbances x1’, 
l **’ 

to which correspond the solutions 
x,(t), . ..) z,(t) of the system satisfying the condition zi(t) + 0 
for t + co. In fact, replacing in the’conditions (- 1 lndet, (1 Qij 11 .> 0 
the coefficients Pij by the functions ~ij (t ; x1, . . . , ~~1, one obtains in 
the variables t; xl, . . . . x, the sufficient condition 

(--l)“detn//aij(t; 51,. . . , Qi>O 
where 

tz 

Uij(t; 21, * n s , &I) =C (%(p,j (t; 5l7 * * ’ I GI) + ccjS’9si (t; ‘1, ’ . ’ 1 GL)) 

s-1 

It it is satisfied, then the function 

is negative definite. If c( t 1 = inf Hz,, . . . , n,) on the surface 
det,,jja..(t; x1, . . . . .zQ)II = 0 and if co = inf c(t) for t > 0, then the 
propert;lxi (t 1 + 0 for t + 00 (i = 1, . . . . n) applies for the condition 
V(xlO, . ..) O) < c where x .O - n.(O)(i = 1, n) (the number c0 > 0 
exists on th2strengzh of the’assGtion that &;ii by (6.2) ’ is negative 
definite). 
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